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W h o  i s  h e r e ?

Cinzia –
hydro 
modelling

Calum – Flash flood = impact Arthur – Production analyst

Ervin – Drought and hydro forecasting

Gwyn – Post-
processing

Corentin – product generation Karen – user support and documentation

Dimitar – Web 
service

Christel
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• Run 24/7 operations of EFAS and GloFAS, including maintenance, bug fixes 

etc…
• Implement improvements on existing workflows and products
• (Co-)Develop, operate and maintain the EFAS and GloFAS web services and 

interfaces
• Develop, operate and maintain EFAS and GloFAS data services
• Collaborate with other centres and the JRC to continuously deliver an 

improved service
• Develop, design, test and migrate into operations new models, products and 

services
• Respond to issues raised by EFAS forecasters and users in general
• Document the service, provide user support, deliver training and outreach 

activities

O u r  m i s s i o n
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W h a t  h a p p e n e d  i n  2 0 2 1 - 2 2 ?  
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2 0 2 1 - 2 2 :  m o d e l  u p g r a d e  

Feb 2021 September 2022Jan 2022 June 2022

EFAS prod v4.1 (15/02/21)
ERIC reporting point criteria

EFAS v4.2 (24/02/21)
More PP models

EFAS v4.5 (13/09/22)
6-hourly PP

EFAS v4.4 (20/06/222)
Reporting point upgrade



Emergency
Management

2 0 2 1 - 2 2 :  s y s t e m  u p g r a d e  

Feb 2021 September 2022Jan 2022 June 2022

EFAS v4.2 (24/02/21)
Improved legend, improved 
RP layer

EFAS v4.3 (27/10/21)
Seasonal outlook open layer in 
EFAS-IS, more reporting points

EFAS v4.5 (13/09/22)
TAMIR experimental 
products

EFAS v4.4 (20/06/222)
Social media layer, enhanced 
notification functionality, CDS 
enhanced, CEMS-Flood 
documentation

Bi-weekly web release (minor updates 
and bug fixing)
12 improvements (major issues)
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2 0 2 1 - 2 2 :  d e g r a d e d  s e r v i c e

8 March 2022: Degraded meteo maps in eastern Europe due to 
war in Ukraine

11-13 July 2022
COSMO-LEPS delay

3 Oct 2021: Degraded meteo obs (MARS-JRC non available)

11 Nov 2021: Missing meteo obs maps, EFAS initial conditions revised (IT security 
incident)

8 March 2022: COSMO-LEPS delayed

Feb 2021 September 2022Jan 2022 June 2022

23 Dec 2021: COSMO-LEPS delayed (late NWP)
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2 0 2 1 - 2 2 :  s e r v i c e  f a i l u r e

16 June 2021: Cray HPC failure (delayed NWP)

2 Mar 2021: COSMO-LEPS failure (Delayed NWP)

24 Nov 2021: ECMWF data failure (delayed NWP)

Feb 2021 September 2022Jan 2022 June 2022
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2 0 2 1 - 2 2 :  s e r v i c e  d e l i v e r y

36 ECMWF ‘high risk periods’ (system sessions)
No impact on EFAS release

No cases of missed KPI

Feb 2021 September 2022Jan 2022 June 2022

8 September 2022
Start move ECMWF data 
tapes 
No impact on EFAS release



Emergency
Management

B e h i n d  t h e  s c e n e s

11

New HPC

Suite migration
Python3 
IT language harmonisation

EFAS & 
GloFAS

Next

Parallelisation
Code redesign

File format

Service 
enhance

ment

Process harmonisation 
Data management
User journey

Research 
into 

Operation

3 computing environments
Continuous integration

Error diagnostic
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K e y  c o l l a b o r a t i o n s

HYDR0

DISS METEO

GFM

COMP

JRC

Social media info in EFAS
New layer - Valerio

Co-development GloFAS-IS
New features

LISFLOOD refactoring and optimization
New modules

Flood inundation scripts migration/testing
New infrastructure - Francesco

CEMS-Flood user guide corner
New resource - Karen

EDO scripts migration and 
testing 

New infrastructure

GFM in GloFAS/EFAS-IS 
New technology –
Tobias, Dragana

METEO forcing data for EFAS 
Next calibration

New algorithm – Vera, Cinzia

Update of Hydro stations 
New exchange mechanisms 

Reporting points criteria
New algorithm - Corentin

Flash Flood and notifications
Improved information - Calum
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